Alan
Here's a few suggestions.

Your system check is throwing up a few items of interest:

Checking Notifications...
LNotifications is in rescue mode
The access request must be aproved with read/write permission in Signal
K administrator.
Checking GPIO... | pigpiod running | Seatalkl disabled | 1W enabled |
pulses disabled | digital disabled
LGPIO is in rescue mode
The access request must be aproved with read/write permission in Signal
K administrator.

Checking I2C sensors... | I2C enabled | Access to Signal K server validated
LI2C is in rescue mode

Checking Network... | correct access point password | NTP server not
running

Checking Dashboards... | Grafana running | Influxdb running | Telegraf
running | SailGauge enabled

Checking Signal K server... | running
Checking serial connections conflicts...
LThere are conflicts between the following serial connections:
OpenCPN -> connection ID: 2 | device: /dev/ttyUSBO
Signal K -> connection ID: ttyUSBO | device: /dev/ttyUSBO
Checking network connections conflicts... | no conflicts

You are looking at the following screenshot and concluding that there is no 12C data:

It might be worth approving these access requests in signal K but may not be significant for your
immediate issues.

Potentially an issue with your Actisense connection, can you show the Openplotter>Serial panel?
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| assume your Actisense connections was not working at this time. Check this after getting that
working again.

Moving on to your screenshots:



The server dashboard, note the ttyusb with data from the Actisense NTG-1. No data from the one
starting with ws.....

1BE24966 — Mozilla Firefox

istrumentpan: X | & 18E24966

« (@] O D localhost3000/admin/ hboar * =
\Qr Sigl’lal K = ORestart & Logout
Dashboard Stats
Webanns:
LR Connection activity (deltas/second)
Total server Signal K throughput (deltas/second)
Data Browser A7.8 N defaults 0 (0%)
Appstore Number of Signal K Paths S tyusso 47.8 (100%)
38 N sk-sinlgle-mken-sec-*my-conrig 0 (0%)
Server

Security

Number of WebSocket Clients
6 )\ ws.dfa16200-c089-481d-b135-ae2bEc31d074 ¢

Uptime:

0 days, 0 hours, 11 minutes

localhost:3000/admin/#/serverConfiguration/connections/sk-simple-token-security-config

Now you may well be right but that screen is misleading, because the ws... [abel is so long the end of
the line is missing. You should expand the right hand end of the panel until you see the numbers for
that line.

| don’t have an Actisense but | do have a USB cable that brings in all my nmea source from elsewhere
so it’s similar in function. It is identified as ttyUSBO and | gave it the alias of nmeain.

The two (12C and Serial) will work together, | cannot at the moment see a single reason why there
should be conflicts.

My suggestions:

1. Come out of rescue mode as it may well be confusing the issue, press the rescue icon so it
isn’t highlighted.

2. Get your system in a position where the Actisense data is being processed correctly, we
don’t want to mess this up. Confirm all is operating as it should. Even if this means removing
the 12C connection and adding it in again.

3. Have another look at the screen above making sure you can see to the end of the line. If
there is data from the Actisense but definitely nothing against the 12C (double check in signal
data browser and take a screenshop) then go into Opelplotter>Serial, remove the sensor and
add it in again if you haven’t already.

4. Recheck for data from 12C in Databrowser, at that point maybe we need to plan the next
moves if it isn’t working. Here is what | see



Search

Path Value
environment.depth.belowTransducer @ 29
environment.inside.relativeHumidity @ 44.2

inside.temp © 298.95
environment.outside.pressure [ 99848
environment.wind.angleApparent [ |- 1.5550883638820208
environment.wind.angleTrueWater ©.8796459432059912
environment.wind.directionMagnetic [0 ©.7557275662860996
environment.wind.directionTrue @ ©.8796459432059912

wind.speedApparent @ 8
environment.wind.speedTrue @ 7 8.8
navi courseOverG dMagneti (&) 2.7454029140139373
navigation.courseOverGroundTrue [ 2.869321290933829
navigation.datetime [ "2023-06-19768:39:05.000Z"
................. b A beins o od o AN a

5. Run another system check

6. Do you see any error messages in the signal K log? Signal K>Server>Server Log.
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Note Your signal K connections page is correct in showing only the Actisense line.

Source

nmeain.SD [@ (DPT)

‘ OpenPlotter.2C.BME280 @ I ZC

OpenPlotter.12C.BME280 [0

OpenPlotter.I2C.BME280 [

‘ nmeain.wi @ (MWV)

nmeain.Wi @ (MWV)

: nmeain.wi @ (MWD) ttyU S Bo

nmeain.wi (@ (MWD)
nmeain.wi @ (MWV)

nmeain.wi1 @ (MWD)

nmeain.GP @ (VTG)
nmeain.GP [@ (RMC)

nmeain.GP [0 (RMC)



